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Important to know where your 
data is.
Monitoring data:

● during submission and ingest
● during archiving process
● ongoing basis



Types of check:

During archiving submission, ingest, and archiving:

■ Unaccessioned holdings (backup)
■ Teracopy (moving data, verifying files)
■ data receipts
■ DROID (while data being worked on)



CMS example DROID run:



Types of check overview:

Once archiving finished (ongoing checks)

■ Location - files exist in correct place
■ Integrity - files are what they should be 

(content check)



Ongoing checks: methods

■ Two main types: simple check and fixity check.

■ Based on the manifest file.

■ Carried out on a regular basis:

● simple on 1st and 14th each month.

● complex: once every 3 months.

■ These fit in with backup schedule…



Types of check: Backups

■ 28 days of snapshots.

■ 90 day tape backup.

■ Amazon S3 Glacier storage (AWS).



The Manifest file:

● Simple text file
● Stored with the preservation and 

original data in the /admin/ directory
● Contains:
○ Checksum
○ File path and name



The Manifest file: Basis for all checks



Types of check: Filename check

■ Simple, quick.

■ Compares files in file store to details in the manifest.

■ I.e. identifies where files are missing or have not been 
properly processed (i.e. not included in the manifest).

■ Initially produced a lot of results due to legacy data 
(non-standard file structures, old archives where DROID 
has not been run, or not been updated).



Types of check: Complex fixity check

■ Slow to run: 5-6 days to complete.
■ Some collections are so large they need to be 

scheduled separately.
■ Uses MD5 checksum - based on legacy use and 

compatibility with DROID.
■ Produces few results, considered serious (implies 

corruption, unauthorised change, etc.).



Both Checks are just that.

■ Checks to highlight issues, not fixes.
■ Require a backup strategy to address issues.
■ E.g. ADS can restore data from snapshots or AWS, 

or tape (WCS!).
■ Each option differs by cost, length of access, ease 

to restore.
■ Be selective about checking and backups (ADS 

largely backup just original and preservation data).



Other Resources:

● DPC Handbook:
○ https://www.dpconline.org/handbook/technical-solutions-and-tools/fixity-and-checksums

● DPC Technology Watch Guidance Notes “Which 
checksum algorithm should I use?”
○ https://www.dpconline.org/docs/technology-watch-reports/2399-twgn-checksums-addis/file

● Results of the NDSA 2021 Fixity Survey and Fixity Case 
Studies:
○ https://ndsa.org/2021/11/03/results-of-the-2021-fixity-survey-and-fixity-case-studies.html

https://www.dpconline.org/handbook/technical-solutions-and-tools/fixity-and-checksums
https://www.dpconline.org/docs/technology-watch-reports/2399-twgn-checksums-addis/file
https://ndsa.org/2021/11/03/results-of-the-2021-fixity-survey-and-fixity-case-studies.html
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