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Background

The questionnaire was accessible between August 2005 and November 2006 on the project website (http://ads.ahds.ac.uk/project/bigdata/). No inducements were offered for completion in order to avoid less serious responses but email lists which might interest people working with ‘big data’ were targeted. A total of 48 individuals completed the online form during this period. Whilst the completion rate may seem small it should be remembered that working with ‘big data’ is relatively uncommon; especially within the archaeological community. 
Summary of responses
· High interest - 73% of respondents wanted to join a representative directory and interest group

· What were thought likely to be the core ‘big data’ technologies was largely confirmed (Q1)
· Within these core technologies a vast range of software packages are in use by practitioners (Q3)

· These software packages are largely proprietary although nearly half support an ASCII export (Q3)
· Roughly two-thirds of respondents are using various hard drive and tape configurations for storage (Q4)

· Nearly half of respondents have some form of archival policy in place although these are quite varied (Q5)

· Nearly all respondents (94%) stated that they reuse data with 71% doing so at least once a year (Q6)

· Around half of respondents have published digital data in some form (usually project outcomes) (Q7)
· Most respondents (77%) will allow others access to their data (Q8)

· Most respondents (82%) have received large datasets from other organisations

· It is clear that reuse is seen as a highly desirable objective (Q10 also Q6, Q8, Q9)

· Respondents were generally supportive of the aims of the ‘big data’ project (final comments)

The questions and responses
Preamble
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Background

Personal information was collected about respondents. 
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General background information was collected by asking respondents to select a term which best described their organisational background from a pre-defined list (free text entries were also possible and have been collated below)
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Academic (educational institutions and other academic), commercial organisations (including contractors and equipment suppliers) and national bodies dominate the organisational background of respondents but there is a good spread over various communities that might be involved with ‘big data’.
Specific information was sought in order to try and bring together a ‘big data’ representative directory and interest group
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That nearly three quarters of respondents were interested in joining a representative directory and interest group suggests major interest in the outcomes of the ‘big data’ project
And the questions pertaining to ‘big data’
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The technologies listed as options within the questionnaire (above) account for 85% of responses and clearly form the core of what might be described as big data technologies. Of the technologies entered under ‘others’ only one, Computer Aided Design (CAD), was clearly referenced more than once and has been included above. 
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Currently some 75% of projects are producing up to 100 GB of data with 50% below 50 GB.  Frightening and reassuring at the same time in that most projects are within the lower range of what might be considered ‘big data’. After a blip between 100 and 200 GB the really frightening thing is that nearly 20% of projects are producing data over 200 GB in size.
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Of the 101 software packages entered into the online form a staggering 52 are unique (that is after editing for things like lower and upper case character differences). It seems the world of ‘big data’ is very fragmented. The following notes packages mentioned more than once (although all will need investigating).
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The software used when working with ‘big data’ is very heavily weighted towards proprietary packages
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But clearly many of either sort of package can export in both binary and ascii format (ascii is generally considered the most suited format for long term preservation)
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The above will be examined in detail during a formats review
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Roughly two thirds of respondents are using various hard drive and tape configurations for storage which are the most suitable media for long term storage (unless you go for the paper option where re-use becomes a problem!). Optical media have a relatively short shelf life and must be regularly refreshed. To be effective, whatever the media, data must be part of an efficient backup strategy (see below).
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Nearly 50% of respondents have some form of archival policy in place. 
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From the positive responses over a third of respondents were willing to allow access to such policies. A number of the negative/no responses may be explained in the brief descriptions of archival policy provided by respondents in that they often reference external organisations.
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The brief descriptions of archival policy provided by respondents are illuminating. Many  (one third) reference guidance provided by external organisations such as the ADS, English Heritage and NERC and IRIS data centres. For example
“Follows the procedure outlined in the addendum to the English Heritage Metric Survey Specification”
“…after which it will reside in the NERC Data Centre for general (restricted) access”

“See Brown, A 2002 CfA Digital Archiving Strategy, Portsmouth: English Heritage”

“Our policy for Big Data is to require projects to seek advice from the ADS”

In terms of this project perhaps the most succinct response was 
“We are awaiting the outcomes of the Big Data project in order to update this policy”

Reassuringly, a number of respondents (approximately one third) also described some form of backup strategy. For example

“Make 2 copies of raw data, one held in secure location. Then duplicates of

processed data as needed”
“Once validated and checked the original data is backed up to tape, once a project is completed it is backed up and removed from local disks. We hold project data for 7 years or, if different the time required by the client”

Other responses suggest a general awareness of format and copyright issues

“3rd party or copyright data archived to DVD and held locally”

“Non copyright data supplied to SMRs and clients on CD/DVD and copy kept locally”

“Borehole log files are archived in .ags format (www.ags.org.uk - ASCII format) and .pdf format. Surfer files are archived in .grd and .dat format (binary files, but easily reconstructable). All images are stored in .jpg or .bmp format. All animations are archived in .gif format. Geophysical and GIS data are archived according to ADS guidelines.”
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Nearly all respondents (94%) stated that they reuse data with 71% doing so at least once a year
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Approximately half of respondents have published digital data in some form.

[image: image22.emf]Published digital data

47%

53%

Yes

No


Reasons given for not publishing include confidentiality, copyright issues , technical ability and the sheers size of datasets. Most published material are project outcomes rather than data one respondent even seeing the data as

“The data is not a product in itself, only a means to an end”
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Most respondents will allow others access to their data
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A small number of respondents charge for access. This ranges from commercial organisations charging for a service to at cost charges for media, postage and packing. Reason for not providing access correspond with those noted under question 7; confidentiality, copyright issues , technical ability and the sheers size of datasets.
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Most respondents have received large datasets from other organisations
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Perhaps surprisingly the main media for transfer are optical disks with CDs  and DVDs accounting for some 40% of the total.
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All respondents to this question said that they would consider using existing datasets for a new project

[image: image29.emf]Using existing data?

100%

0%

Yes

No


The main reasons given for considering reuse include avoiding duplication and the costs therein, monitoring over time and that all potential source of information should be considered
“A prerequisite to our work is to ensure duplication of data does not occur unless there is a justifiable reason for doing so”

“Yes, hoping to save time an money doing it. but the data often has to be very new and up-to-date, so it isn’t always possible”
“…having such data available will assist any longer-term monitoring projects or even cast new light on a previously recorded subject”

“It is usual to refer to archive material of all kinds before embarking on new surveys”
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Comments were generally supportive of the aims of the ‘big data’ project

“Consistent strategy for archiving big data certainly needed!”
“Other than that...good luck! In conjunction with Heritage3D, I look forward to seeing guidelines and standards arise from this that are applicable throughout the heritage sector”

“It is important to us that we maintain contact with the 'big-data' initiative, and are aware of any emerging standards it is developing”

Several responses referenced commercial activities; from copyright issues to 

“Big Topic. Big Data. The problem is commercial firms have different objectives to heritage organisations. I have experience of both (more than 20 years in archaeology) and I know that archaeologists and commercial firms are poles apart. They both need to learn from each other.”
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